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Abstract

This paper presents a method involving self-organizing monolingual semantic
maps that are visible and continuous representations where Chinese or Japanese
words with similar meanings are placed at the same or neighboring points so that
the distance between them represents the semantic similarity. We used the self-
organizing map, SOM, as a self-organizing device. The words to be self-organized
are defined by sets of co-occurring words collected from Chinese or Japanese news-
papers, according to their grammatical relationships. The words are then coded into
vectors to be forwarded to the SOM, taking into account the semantic correlation
between them, which is established using a form of word-similarity computation.
The self-organized monolingual semantic maps are assessed by numerical evalua-
tions of accuracy, recall, and the F-measure, as well as by intuition, and by the
comparisons with a clustering method and with multivariate statistical analysis.
This paper further discusses the possibility that the method we propose can be
extended to constructing Japanese-Chinese bilingual semantic maps, with the aim
of providing a semantics-based approach to word alignment in Japanese-Chinese
parallel corpora. We also show the effectiveness of this extended method through
small-scale comparative experiments with a baseline method, where the alignment of
Japanese and Chinese words is directly determined through the Fuclidean distance
of vectors representing the words, with a clustering method, and with multivariate
statistical analysis.

Keywords: semantic map, word alignment, corpus, parallel corpus, Japanese,
Chinese, monolingual, bilingual, SOM




1 Introduction

Computing word similarity in meanings is an important technique that can
be applied not only to many natural language processing fields such as query
expansion in information retrieval (Frakes and Baeza-Yates, 1992) and reason-
ing in word sense disambiguation (Dagan et al., 1993-1; Karov and Edelman,
1996; Lin, 1997), but also to studies on the lexical databases and/or thesauri
(Hindle, 1990; Hatzivassiloglou and McKeown. 1993; Kanzaki et al., 2002;
Kanzaki et al., 2003; Kanzaki et al., 2004).

A number of corpus-based statistical approaches have been used to compute
word similarity (Hindle, 1990; Dagan et al., 1994; Mori and Nagao, 1998). In
general, computation using these approaches is done as follows. First, words
are represented by sets of their word co-occurrence statistics, relying on the
assumption that the meaning of words is related to their patterns of occurrence
with other words in the text (Harris, 1968). Second, all word representations
are transformed into vectors. Finally, word similarity is computed using a
mathematical measure to determine vector distance.

In practical applications, words must further be sorted globally based on prior
computation of word similarities. This sorting is usually done using various
clustering techniques. Word clustering, however, only classifies words into sev-
eral groups. It is difficult to recognize the relationships between groups or the
relationships between words within groups. To begin with, it may even be
problematic to simply classify words into specific groups because some words
can be classified into more than one group. To solve these problems, we need
an alternative to word clustering to sort words. We need a technique that
can map words from a very large lexicon into a small semantic space, i.e., a
visible representation where words with similar meanings are placed at the
same or neighboring points so that the distance between the points represents
the semantic similarity in the words. This representation is called a semantic
map.

Semantic maps can be automatically constructed with self-organization. To
construct semantic maps, we need to use data that reflects semantic rela-
tionships between words. The data might be individual ones such as the co-
occurring words appearing before and/or after the target words, the nouns or
verbs in case structures, or the words in dependency relationships, according
to the applications of semantic maps. Integrated data composed of the above
individual information might also be used to create multipurpose semantic
maps. The semantic maps created with individual information might be opti-
mal for a specific purpose, but such data cannot be applied in other cases. The
semantic maps created using general information, on the other hand, might
not be optimal from the viewpoint of various specific purposes, but can be



used for a number of different purposes. Therefore, for tasks where we know
what kind of information is important, it would be better to construct specific
semantic maps, and for tasks where it is unclear what information is impor-
tant, it would be better to construct multipurpose semantic maps so that
undesirable biases can be avoided. In this way, to construct semantic maps,
the first priority is to select the type — i.e., specific maps or multipurpose
maps — based on the analyses of tasks.

There have been several studies on constructing semantic maps for English
(Ritter and Kohonen, 1989). In these, the self-organizing map, or SOM, pro-
posed by Kohonen (1984) has been adopted as an unsupervised learning ma-
chine. In these self-organizing English maps, however, the data used for self-
organization was prepared neither for specific purposes nor for multipurpose
applications. The data was constructed from triplets of words which were sim-
ply gathered from three-word windows. As stated above, to construct practical
semantic maps, we first have to determine which type of semantic map we want
to construct, and then we need to use data that has a linguistic structure suit-
able for the selected map type. In addition, the window methods for gathering
data adopted in English maps are too crude; the data may incorporate a great
deal of noise (i.e., unrelated words) in the sets of co-occurring words, which
would significantly degrade the quality of the maps created. The random cod-
ing adopted in these self-organizing English maps also left plenty of room for
improvement. In random coding, all co-occurring words are first coded using
n-dimensional, unit-norm random vectors (Press et al., 1994) and then they
are composited into a single vector for coding the target word. Naturally, the
larger the n is, the higher the possibility that all vectors for co-occurring word
types (the different co-occurring words) will be independent of each other. In
other words, the independence of the vectors for co-occurring word types can-
not be guaranteed perfectly, because the n cannot be set to a value that will
be high enough compared with the number of word types. A previous study
(Ma et al., 2000) found that random coding cannot be applied to Japanese
maps. What kind of co-occurring words should be used and how to effectively
code them therefore remain as important issues in developing semantic maps.

This paper presents a method of self-organizing monolingual semantic maps
for Chinese and Japanese using SOM for specific purpose; i.e., to construct
semantic maps of nouns from the point of view of the adnominal constituents.
The words to be self-organized are therefore limited to nouns and the co-
occurring words used to define them are gathered together according to their
grammatical relationships, i.e., adjective/noun-noun in Chinese and adjec-
tive/nominal adjective-noun in Japanese. These maps are helpful in our study
of the semantic behaviors of adnominal constituents through an investigation
of the relationships between the adnominal constituents and their modified
nouns (Kanzaki et al., 2000-1, 2000-2, 2002, 2003, 2004). A vast quantity of
co-occurring words were obtained from eleven years of “The People’s Daily”



for Chinese and eight years of the Mainichi Shinbun for Japanese. Instead of
using random coding method, which Ma et al. (2000) found could not be ap-
plied to self-organizing Japanese maps, we coded the nouns defined by sets of
co-occurring words, where the semantic correlation (word similarity) between
words was taken into account beforehand. Further, term-weighting factors,
such as the TFIDF (term frequency and inverse document frequency, a well-
known term weighting method in the information retrieval field of NLP for
selecting important keywords) and co-occurring frequency information, were
adopted for coding so that co-occurring words could be weighted according
to their importance to the nouns they modify. We assessed the self-organized
monolingual semantic maps in three ways — through numerical evaluations
of accuracy, recall, and the F-measure; through intuition (analyses based on
concrete instances); and through comparison with clustering and multivariate
statistical analysis.

In this paper, we also want to demonstrate the possibility that the proposed
method can be extended to the construction of Japanese-Chinese bilingual se-
mantic maps, with the aim of providing a semantics-based approach to word
alignment in the parallel corpora of both languages. In this extended work,
we used Kyoto University’s Japanese corpus (Kurohashi and Nagao, 1997)
and their translated Chinese corpus as the parallel corpus. Word alignment is
an important and fundamental task in NLP and the research related to this
includes a series of statistical models (e.g., Brown, et al., 1988; Brown, et al.,
1993; Macklovitch and Hanna, 1996), a method involving dynamic program-
ming (Dagan, 1993-2), a statistical approach introducing contextual informa-
tion (Varea, et al., 2002), and methods of structural alignment (Kaji, et al.,
1992; Matsumoto, et al., 1993; Wu, 1995; Imamura, 2001). All of these ap-
proaches, however, are either based on statistical information or grammatical
structure, but not on meaning. If a bilingual semantic map could be automat-
ically constructed by accepting translation pairs of sentences as inputs, word
alignment could easily be obtained from the map. Since a bilingual semantic
map, like a monolingual semantic map, would provide results that were visible
and continuous, it would be easy to handle one-to-many or many-to-one corre-
spondences. Furthermore, bilingual maps could perhaps be applied to foreign
language learning or foreign language writing through the use of bilingual par-
allel corpora. The most important factor is that the translations should be free
in most cases. Existing alignment methods that rely on statistical or gram-
matical information have evident limitations, and these suggest the necessity
for developing an approach based on semantics. Through small-scale experi-
ments, we also showed that the extended method was effective compared with
a baseline method, where the alignment of Japanese and Chinese words was
directly determined through the Euclidean distance of vectors representing the
words, with a clustering method, and with multivariate statistical analysis.

The paper is organized as follows. Section 2 provides a brief introduction on



SOM. Section 3 describes the method for obtaining self-organizing monolin-
gual semantic maps and presents the results of computer experiments. Section
4 describes the extension made to self-organizing bilingual semantic maps to
align words and presents the results of computer experiments. Section 5 has
the conclusion and points to the future directions this research will take.

2 Self-organizing map (SOM)

A SOM can be visualized as a two-dimensional array of nodes on which a
high-dimensional input vector can be mapped in an orderly manner through a
learning process. After the learning, a meaningful nonlinear coordinate system
for different input features is created over the network. Such a learning process
is competitive and unsupervised and is called a self-organizing process.

Suppose input x = [z1, T, - -, 2] € R", where R" is an n-dimensional space.
Each node 7 is then associated with a parametric reference vector mj;, which
equals [m;1, Mo, - - -, mi]T € R™, whose element, m;; is a scalar weight between

node ¢ and input element x; and is gradually modified during the learning
process. When input vector x is given, it is compared to all reference vectors
m;, which are associated with each node and is gradually modified during
the learning process. Here, the network responses comply with two different
stages, learning and mapping, as follows. Only a node whose reference vector
has the smallest Euclidean distance to the input vector is activated during the
mapping stages. This node, c, is called the best-matching node or winner. It
can thus be defined by

¢ = argmin{|[x — m[}. (1)

In the learning stage, on the other hand, not only the best-matching node
but also its neighboring nodes are activated and their reference vectors are
changed so that they are closer to the same input vector x. This results in a
local relaxation or smoothing effect on the reference vectors of the nodes in
the neighborhood, which leads to global ordering during continued learning.
This gradual adaptation of reference vectors can be expressed as

m;(t + 1) = m;(f) + hei(8)[x(2) — my(?)], (2)
where h.;(t) is the neighborhood function. It is necessary that
Jim hgi(t) =0 (3)

for convergence. A widely applied neighborhood function can be written in



terms of a Gaussian function:

[[re — il”

hei(t) = a(t) 'eXp(_T(t))' (4)

Here, r, € R? is the location vector of node ¢ and r; € R? is that of . Term
||t — r;|| indicates that the farther node 7 is from node ¢, the smaller the h,;
and therefore the less the adaption of m;(¢) will be. Term «(t) is the learning
rate and o(t) defines the radius of the neighborhood. Both the latter terms
are monotonically decreasing functions of time, and their exact forms are not
critical. They can thus be defined linearly as

T—t

a(t) = a(0)——, (5)

c(t+1) =1+ (o(t) — 1)%, (6)

where «(0) is an initial value and 7 is the total number of learning steps.

The learning process usually consists of an ordering phase and a fine adjust-
ment phase. In the ordering phase, «(t) should start with a value that is close
to unity, and the initial radius of the neighborhood can be more than half the
diameter of the network. The terms «(t) and o(¢ + 1) then decrease mono-
tonically according to Eqgs. ( 5) and ( 6). The ordering of m; occurs during
this initial phase, while the remaining steps are only needed to finely adjust
the map. After the ordering phase, the radius may still contain the nearest
neighbors of node ¢, and «(t) should attain a low value over a long period.

3 Self-organizing monolingual semantic maps

The monolingual semantic maps for self-organization are ones where Chinese
or Japanese nouns are mapped in semantic order; i.e., nouns with similar
meanings are mapped on (i.e., best-matched by) nodes that are topographi-
cally close to one another, and words with meanings that are dissimilar are
mapped on nodes that are topographically far apart.

3.1 Learning data

To self-organize these kinds of semantic maps with a SOM, it is first necessary
to have some kind of unsupervised learning data that reflects the semantic
relations between nouns. Nouns usually need to be modified by something,



which is called a modifier in linguistics, so that sentences will have a clearer
meaning in their respective contexts. These modifiers are also called adnominal
constituents. An adnominal constituent plus a noun make up a noun phrase,
e.g., 5 N LU WEW (happy thought), 2L WFEH (happy feeling), and 7
AT I v V72 (academic viewpoint) in Japanese and BEIE3E (key enter-
prises), B AR (key economy), and /NGNS (small feeling) in Chinese.
From these examples, we can see that both B> (thought) and K#FH (feeling)
can be modified by ureshii (happy), but 8. (viewpoint) cannot be modified
by this in Japanese; likewise, both 83 (enterprise) and #&% (economy) can
be modified by B (key), but /OE (feeling) cannot be modified by this in
Chinese. That is, the semantic relationship between nouns in a sense depends
on how many common adnominal constituents they have. Nouns are therefore
defined as the sets of their co-occurring adnominal constituents, which are
then coded into vectors forming the learning data to be passed to the SOM.

3.2 Data coding

Suppose there is a set of words w; (¢ = 1,---,n) that we are planning to
self-organize. Word w; can be defined by a set of its co-occurring words as

{a’gZ)v a’2 PR ag?}a (7)
where agi) is the jth co-occurring word of w; and «; is the number of co-
occurring words of w;.

Suppose we have correlative matrix D whose element d;; is the word similar-
ity ! between words w; and w;. between words w; and w;, and word similarity
is the reverse.). We can then code word w; with the elements in the i-th row
of correlative matrix D as

V(w;) = [dir, dig, - -, din]" - (8)

The V(w;) € R" is the input to the SOM. Note that the individual d;; of
vector V (w;) only reflects the relationships between a pair of words when they
are considered independently. To establish the relationships between word w;
and all other words, representations like vector V (w;) become necessary. Even
if we have all such high-dimensional vectors for all words, it is still difficult to
establish their global relationships. We therefore need to use SOM to reveal the
semantic relationships in such high-dimensional vectors and represent them in
two-dimensional space. In other words, the role of the SOM is merely to self-
organize vectors and the quality of the maps created essentially depends on the

1 Strictly speaking, element d;; used here should be called the semantic distance
between words w; and w;, and word similarity is the reverse.



vectors given. Therefore, the method by which word similarity d,; is computed
is a key to creating maps. A number of effective methods for computing word
similarity have been proposed as follows.

3.2.1 Baseline method

Word similarity d;; between words w; and w; with the baseline method is
determined by

(ci—cij)H(aj—cij) 3¢, £ 4
dy={ oerer 117 ©)
0, otherwise,

where o; and o are, respectively, the numbers of co-occurring words of w;
and wj, and ¢;; is the number of co-occurring words that both w; and w; have
in common. Word similarity d;; is therefore the normalized distance between
w; and w; in the context of the number of co-occurring words that they have
in common; i.e., the smaller the d,;, the closer w; and w; are in meaning.

3.2.2  Frequency term-weighting method

The frequency term-weighting method is based on the assumption that for
a noun, the higher the co-occurrence frequency, the more important the co-
occurring word is.

By regarding the frequency of each co-occurring word as an important weight
to the headword (the target word), word similarity d;; between word w; and
w; can be measured by

(Fi_Fij)+(Fj_Fij) ep - .
dij = CLE T (10)
0, otherwise,

where F; and F} are respective frequency weighted values, expansions of the
numbers (i.e., o; and «;) of co-occurring words of w; and w;, and Fj; is a
frequency weighted value, an expansion of the number (i.e., ¢;;) of common
co-occurring words that both w; and w; have. They can be calculated as

a; ) Cij B
Fp=3 f and Fy;=3 f{9, (11)
r=1 =1
where f( and f{¥) are the co-occurring frequences of co-occurring word a{?
(r =1,---, ;) of word w; in Eq. (5) and the common co-occurring word a(?

that both words w; and w; (z =1,---,¢;;) have.



3.2.8 TFIDF term-weighting method

TFIDF calculation is a well-known term-weighting method (Sparck Jones,
1972), which has mainly been used to select important keywords in document
classification and information retrieval (e.g., Robertson and Walker, 1994 and
Murata et al., 2000). Weighting the importance of each co-occurring word with
TFIDF is based on the assumption that only words that frequently co-occur
with a particular headword, but rarely co-occur with other headwords, are
really important. This is based on the idea that each headword is regarded as
a document and its co-occurring words are regarded as keywords.

Word similarity d;; between word w; and w; with TFIDF is measured by
(Li—Tyi)+(T; -Tij) 55 4 £ j

dij = Tit Ty —Ti (12)
0, otherwise,

where 7; and T; are the expansions of the numbers, o; and «;, of co-occurring
words for w; and wj, respectively, and T;; is an expansion of the number, ¢;;,
of co-occurring words that w; and w; have in common. These are calculated
with

CrL]

T, =Y t% and T;; = Y ), (13)
=1

=1

where t&) and () are the TFIDF values of co-occurring words a{) (x
1,--+,q;) of w; and co-occurring words a{!) that w; and w; (z = 1,---,¢;;
have in common. Their respective values can be calculated as

~—

tg(:') = tf(agi), w;) - idf(aa(:))’ "y
and

Here, tf (a(wi), w;) is the co-occurrence frequency of co-occurring word afj) and
word w;, tf(al?, w;, w;) is the co-occurrence frequency of a9, w;, and wj, and
idf (a?) is the inverse frequency with which a{?) appears in all headwords:

df (a®) = log —— +1 16
) = og - 1, (16)

where, n is the total number of headwords and df (a{’)) is the number of head-
words co-occurring with a9

TFIDF value t{) (including ¢(%)) is therefore a weight reflecting the importance
of co-occurring word a, for word w;. If we consider that all co-occurring words



have the same importance to each headword, then Eq. (12) is the same as Eq.

(9)-

Note that this method is not only theoretically effective, but also provided the
best experimental result as shown in Table 1 in the next section.

3.8 FExperimental Results

3.83.1 Data

To evaluate the experimental results in Chinese more easily and objectively, we
manually selected headwords (a total of 85 nouns) from six categories in “The
Contemporary Chinese Classified Dictionary” (Dong et al., 1998) using the
criterion that they could be classified easily by ourselves (i.e., we knew their
exact meaning, or there was little ambiguity) so that they could be numerically
evaluated. We also added several Chinese family names as a new category,
which were not in the dictionary but appear frequently in newspapers. The
co-occurring words were adjectives and nouns that together with headwords
formed noun phrases and these were collected by computer from eleven years
of “The People’s Daily.” There were a total of 69,030 co-occurring word tokens
and 22,118 co-occurring word types.

We used noun phrases composed of nouns and adjectives/nominal adjectives
in Japanese, collected by computer from eight years of the Mainichi Shinbun
newspaper in order of the frequency of co-occurring adjectives/nominal adjec-
tives. There were 100 nouns, a total of 33,870 co-occurring word tokens, and
4,023 co-occurring word types? .

3.8.2 SOM

We used a SOM of a 13x13 two-dimensional array. The number of dimensions
of input, n, was 85 in Chinese and 100 in Japanese. In the ordering phase, the
number of learning steps 7" was set at 10,000, the initial value of the learning
rate «(0) was set at 0.1, and the initial radius of the neighborhood o(0) was
set at 13, a value equal to the diameter of the SOM. In the fine adjustment
phase, the T was set at 100,000, «(0) was set at 0.01, and the o(0) was set
at 7. The initial reference vectors m;(0) consisted of random values between 0
and 1.0.

2 The main reason for the huge discrepancy between tokens and types for Japanese
words as compared to Chinese words is that both the Japanese adjectives and
nominal adjectives have many transformations for tensele.g., 2L > (is beautiful)
— FEL 2 57 (was beautiful), TN R (is clear) - SN /E 5 72 (was clear)].
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3.3.8 FEwaluation methods

(a) Numerical evaluation: Because numerical evaluation is always the most
objective, we worked out precision and recall, which are defined as follows, as
numerical measures.

C C
i=1 Pi i=1 T4
p==== R===1" 17
c c (17)

where C' is the total number of classes and p; is the precision and r; is the
recall for one class i. These are defined by

__ # words correctly classified as class i

pi = , (18)

# words of class 7 in result

_ # words correctly classified as class 1

a 1
i # words of class 7 ’ (19)

where # means number.

We also used the F-measure to obtain a general score for precision and recall:

2P x R

P+R (20)

F-measure =
(b) Intuitive evaluation: Because the most notable features of maps are
their visibility and the continuity of classifications, it is insufficient only to
evaluate classifications numerically. It is therefore important to judge whether
the maps are intuitively meaningful; i.e., whether the nouns were mapped
correctly according to our “common sense” through concrete analyses of in-
stances.

(c) Comparison with other methods: To assess the effectiveness of our
method in semantic classification, we compared it with a conventional clus-
tering technique. In addition, to assess its usefulness in developing semantic
maps, we investigated whether it was feasible to use multivariate statistical
analyses such as principal component analysis to construct visible representa-
tions of semantic classification.

3.3.4 Results

Because the Chinese headwords were manually selected from a semantic dictio-
nary, and we knew their exact semantic categories, we were able to numerically
evaluate the Chinese maps and classifications obtained using the hierarchical
clustering technique. Table 1 lists the results of numerical evaluation ranked
in order of the F-measure. The table shows that the F-measures for the clas-
sifications in maps based on both baseline coding and TFIDF term-weighted

11



coding were higher than those for clustering results produced by these two cod-
ing methods. It also shows that the F-measure for the map based on TFIDF
term-weighted coding was higher than that for the map based on frequency
term-weighting, which itself was slightly higher than that for the map based
on baseline coding.

Figure 1 (a) has a semantic map of Chinese nouns that have been self-organized
with TFIDF term-weighted coding, and (b) shows that the map can be divided
into eight groups according to their meanings, so that nouns in the same group
have similar meanings. Of the total of 85 nouns, only six nouns, % (method),
E)8H (spirit), IR (broker), M1 (idea), #%% (knack), and BUF (government)
were mapped in incorrect areas in the sense that not only were they different
from the definition in the dictionary, but also they were intuitively inconsis-
tent. However, even in these nouns, ¥J5H (spirit) was mapped near the correct
area emotion. In addition, although the noun 15 (world) in the area of sports
games was mapped incorrectly in the sense that it differed from the defini-
tion in the dictionary, its location was intuitively reasonable. The remaining
78 nouns, which were originally distributed into seven semantic categories in
the Chinese dictionary, were therefore correctly divided into eight semantic
categories in the semantic map. The category politics was merged with cat-
egory method and the category sports was split into two groups: for actual
sports and for sports games. The category business was split into two groups:
one for business and another for economy. These classifications clearly do not
contradict the original in essence (note that the precision and recall in Table 1
were calculated taking the categories sports and sports game as a whole, and
method and policy as a whole.). That is, the self-organized map is basically
consistent with the definitions found in the Chinese dictionary. Naturally, it
is also intuitively consistent in most cases.

Table 2 lists the classification results obtained through the hierarchical cluster-
ing with TFIDF coding, where the 85 nouns were divided into eight categories.
As with the semantic map, these eight categories were obtained manually from
the hierarchical clustering results. Also as with the semantic map, the cate-
gory politics was also merged into the category method. Moreover, the category
business was split into two groups: one for business and another for economy.
The category sports was also divided into two groups: one for sports and an-
other for sports game. If we compare these classification results to the map
obtained with TFIDF coding, we find that both results are very similar and
the map is slightly better than that obtained with clustering, noting that there
are eight nouns, BUFf (government), #t5F 2 (socialism), B3 (democracy),
AHE (human rights), &5 (sports), % (technique), /¥ (idea), and FRER
(knack), classified into incorrect areas (underlined in the table) in the sense
that they are not only different from the definitions in the dictionary, but also
inconsistent with our intuition. This agrees with the numerical evaluations
discussed above.

12



Table 1
Comparative results for various coding methods and clustering.

Precision Recall F-measure
Clustering with baseline coding 0.936 0.864 0.899
Baseline 0.926 0.90 0.913
Frequency 0.928 0.90 0.914
Clustering with TFIDF term-weighted coding 0.95 0.896 0.922
TFIDF 0.944 0.907 0.925

B [ | MR

it | B | EE

ik

(a) (b)

Fig. 1. Chinese semantic map based on TFIDF term-weighted coding.

Principal component analysis of the same Chinese data with TFIDF term-
weighted coding showed that the cumulative coefficients of determination for
the top two and ten principal components were 8.29% and 24.53%, respec-
tively. In general, if the value is not larger than 80%, the multivariate data
cannot be compressed into a small number of principal components. There-
fore, it is difficult to construct good semantic maps with multivariate statis-
tical analysis. We conducted an experiment to plot the data using the first
and second principal components. The results are shown in Figure 2. Clearly,
as almost all nouns were concentrated in some area to the right this method
could not be used to create a meaningful map.

It was not possible to numerically evaluate the Japanese maps because all the

13




Table 2

Clustering results with TFIDF term-weighted coding.

Class || Noun Corresponding
to the map

1 ZF R T PR person’s name
2 EBK BEBK BUBK EHBK PIBEK ik BBK B sports
3 TGt B e ik BOR #8556 PRE vk R F | method

B ik
4 INE] T 3 1TE B BUF e EER BE | economy

NI R FaSE Mo & 85
5 HE dE SRR s s sports game
6 XE HA PE R RN SN G F country/region
7 RE RO RO Rk & FE I R 8% 24 | emotion

& ks 158 RE BROR 18 RIF S
8 BRE EHE ik REE #ik ™MEF BE & | business

B A X5 fRA 5 A1 Rk R i

(The underlined words are those classified into incorrect areas.)

Fig. 2. Chinese semantic map using principal component analysis.

Japanese nouns were automatically collected from newspapers and we could
not know their exact meaning. We could, however, assess that the Japanese
self-organized semantic map (Figure 3) was generally intuitively consistent and
the classification was not inferior to that obtained by hierarchical clustering.
In addition, principal component analysis on the same data revealed that
the cumulative coefficient of determination for the top two and ten principal
components was 7.317% and 22.679%, respectively. The results with the first
and second principal components revealed that all words were merged together

14
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Fig. 3. Japanese semantic map based on the TFIDF term-weighted coding method.

and this method could not be used to create a meaningful Japanese map
(Figure 4).

The main reason that principal component analysis could not be applied to this
task was the strong nonlinearity of the data. That is, while the SOM is capable
of nonlinear processing, principal component analysis can only perform linear
processing because the principal components are obtained through a linear
combination of original variables: thus, principal component analysis cannot
be applied to data with strong nonlinearity.

3.4  Summary

Section 3 described a method for self-organizing monolingual semantic maps.
The results of computer experiments indicated that meaningful Chinese and
Japanese maps can be created and adapting TFIDF or frequency term-weighting
is effective for achieving this. Comparisons with clustering and multivariate
statistical analysis revealed that the proposed method produces appropriate
classifications and is suitable for creating visible representations of classifica-
tion results.

15



EL]) 7]
gz
Ei
1T
[
e

Fig. 4. Japanese semantic map using principal component analysis.

4 Self-organizing bilingual semantic maps

When a translation pair of sentences like

(Japanese) #% b~ o7 N K K B EF & ik LT vwsp Z¢
. Onhb ¥k,

(Chinese) HItt ®JLA FH , &= &EE HR &F M 8 £ K&
RS AV

(English translation: We can see that upper management has realized that the
economy is fixed in an eras of slow growth.)

is given, the bilingual semantic map for self-organization is one where all
Japanese and Chinese words appearing in the two sentences are mapped in
semantic order. Each Japanese word can therefore be automatically aligned to
a Chinese word from this map by measuring its distance: if the Chinese word
LA (can) is closest to the Japanese word 7z (can), for example, then the
Japanese word ¥ 7z (can) is regarded as being aligned to the Chinese word RJ
LA (can).
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4.1 Learning data

As a part of the Japanese-Chinese machine translation project, we are con-
structing a parallel bilingual corpus based on the Kyoto University Japanese
corpus (Kurohashi and Nagao, 1997). The translation pairs of sentences used
in this paper were therefore obtained from the corpus. As the corpus is still
being manually constructed by linguistics experts, only a very small part was
available when this work was done. Since this corpus has already been mor-
phologically analyzed, the Japanese sentences were used directly, while the
translated Chinese sentences were segmented and part-of-speech tagged with
a morphological analysis tool developed by Peking University (Zhou and Duan,
1994).

The same as with the case for the monolingual semantic map, it is also nec-
essary to have learning data that can reflect the semantic relations between
Japanese and Chinese words to self-organize bilingual semantic maps when
translation pairs of sentences are given. To do so, we first have to deal with
the problem of evaluating two different languages with the same gauge, or self-
organizing words of different languages in the same map. One way that this
can easily be achieved is to unify them into one language through a bilingual
dictionary. In this paper, the words appearing in a translated Chinese sentence
were given up to five translated Japanese candidates, and these were used in-
stead of the original Chinese words. The candidates were obtained manually 3
from two Chinese-Japanese dictionaries: “Han Ri Ci Dian”, published by Jilin
Education Publisher, and the “Chunichi Daijiten”, published by Taishukan
Publishing Co., Ltd. The later dictionary was only used when a word had no
entry in the former dictionary. The candidates were selected according to the
following order of priority: (i) a word that is also in the Japanese original sen-
tence; (ii) a word with the same part of speech (POS) as the original Chinese
word; (iii) a word chosen based on the order listed in the dictionary; and (iv)
a word appearing in the Kyoto University corpus. Thus, all the words in the
translated Chinese sentence in the pair given above can be rendered in terms
of Japanese candidates as follows:

(Chinese) HtL: 2T k> T AILAZ MW TEL/Thyy FHERKL /B
, o EEEE/ROEV REEREE GRGER RS A R
B AR E LT/ EB ERMEE/IEES fE:T/IT/L TS /L2o0H
5 (REAK WRMER/SZ DS ROHI/RR . o

In this way, we can express a translation pair of sentences only in terms of
Japanese words. As this example demonstrates, we can recognize translated

3If there are Chinese-Japanese electronic dictionaries avaiable in computer, then
we can obtain the data automatically. However, we have no such dictionaries at
present.
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Japanese candidates, such as “Z 312 & > T (from this)” or “Z & W TE 5/
T & (can/may)”, that do not exist in the original Japanese sentence. This
means that it is virtually impossible to align words by only using surface rep-
resentations, even if the translation pair of sentences has been unified by a
single language.

The actual learning data used in self-organization was obtained as follows.
Each Japanese word appearing in a Japanese sentence was defined in terms
of its co-occurring words (the target word itself and the words to its imme-
diate left and right). They were obtained from eight years (1991-1998) of the
Japanese newspaper, the Mainichi Shinbun, and used as learning data. Each
Chinese word appearing in a translated Chinese sentence was defined in terms
of the co-occurring words of its Japanese translation candidates and the Chi-
nese words defined in this way were used as learning data. In the next section,
we provide a detailed description of how the learning data was constructed
and of the coding method used to transform it into inputs for the SOM.

4.2 Data coding

Suppose we are given a Japanese-Chinese translation pair of sentences:
JlaJQa"'aJm
Cl :Jll/"'/Jl,nla" C Jnl/ / n,Nn,

, where J; (i = 1,---,m) are Japanese words forming the Japanese sentence,
C; (1=1,---,n) are Chlnese words forming the translated Chinese sentence,
Jij (t=1,---,n, j =1,---,n;) is the jth translated Japanese candidate for
C;, ni(1 < n; < t) is the number of candidates for C;, and ¢ is the maximum
number of candidates (¢ = 5 in this paper).

Word w; (= J;) of a Japanese sentence is defined by a set of co-occurring
information:

= {ai”, 17, al), 1Y, (21)
where a!” is a co-occurring word of J; f ) is the normalized (ie, XM f@ =
¥l g ‘ 2 Jj " ].:1 J .
1) co-occurrence frequency, and «; is the number of words co-occurring with
Ji. Word w; (= C;) of a translated Chinese sentence is also defined by a set
of co-occurring information:

wj=Cy={Jj, -, Jjn,} = {a, £, -, alD), £}, (22)

where a\) is a co-occurring word of either or severals of Jj1,- -, Jjn,, f9) is
the normalized co-occurrence frequency (sum of frequencies when occurring
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with severals), and «; is the number of words co-occuring with J;.

Since the Chinese words are also defined in terms of co-occurring Japanese
words, there is no need to distinguish between them, and it thus becomes
possible to apply all existing coding methods to self-organizing monolingual
semantic maps. Here, the semantic distance d;; between any two words w;
and w; appearing in a translation pair of sentences is calculated by frequency
term-weighting as we can see from Eq. (10). Note that we also tried to use
TFIDF term-weighting, but the map obtained with this method was worse
than that obtained with frequency term-weighting. The reasons for this will
be studied in our future work.

4.3 FEzperimental Results

4.3.1 Data

Word-alignment experiments were conducted for ten translation pairs of sen-
tences. The learning data was obtained in the manner described in Section
4.1. If we considering the translation pair of sentences given at the begining
of Section 4 as an example, there were N = m + n=16+15=31 words, a total
of 62,627 co-occurring word tokens, and 22,077 co-occurring word types. Of
the 31 words, the Japanese period symbol (“, ”)* had the largest number of
co-occurring words (4,180), while the word “272A%” (see) in the Japanese

sentence and the comma “, ” in the translated Chinese sentence had the
smallest numbers of co-occurring words (5 each).

4.3.2 SOM

Except for the number of input dimensions which should be the same as the
number of words to be mapped, all other SOM parameters were entirely the
same as those used in the self-organizing monolingual semantic maps.

4.4 Results

Figure 5 shows the map for the translation pair given in at the begining of
Section 4 as an example. Here, the words tagged “J” are Japanese words from
the Japanese sentence and the words tagged “C” are Chinese words from the
translated Chinese sentence. We could obtain the word-alignment results listed

4 Although there is actually no need to align Japanese period symbols between sen-
tences, this step was not omitted because the sentences were processed mechanically.
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Fig. 5. Bilingual semantic map obtained through self-organization.

in Table 3 from the map by focusing on each Japanese word and choosing the
closest Chinese word to it. The correct answers are also given in the table
where we can see that [J: {&, C: {Ka#E] (low speed),[J : F¢fX, C : Kf{] (age),
[J: SBRK, C: B8 | (realize), [J: 2%, C: F ] (see), [J: ¥/z, C: 7]
VA] (can), and [J:s , C:. | were aligned correctly. The other alignment results
are incorrect in the strict sense of the word. If we consider the second Chinese
candidate, however, we can see that [J:; v 7, C:HF@&) (top), and [J:A{ER,
C:H4E]| (growth) were aligned correctly. What was also interesting was that
although the Japanese word “J:%€#%” (fixed) was incorrectly aligned with “C:
HER” (growth) as the first candidate, they were somewhat similar in the sense
that both were words of tendency. Of the incorrect alignment results, [J:Z &
(thing), C:F&H (see)] and [J:%, C:. ] were due to the fact that there were no
Chinese words (or at least none appearing in the sentence) that corresponded
to these Japanese words. Another problem was incorrect alignment caused
by the inconsistency of word segmentation between Japanese and Chinese
sentences, as for [J:#£% (management), C:HFE% (manager)]. None of these
problems can be resolved by only applying the word alignment technique.

Table 4 lists the baseline word alignment results that were obtained by focus-
ing on each Japanese word and choosing the Chinese word with the smallest
semantic distance d;; calculated with Eq. (10). From this table we can see that
[J: 2203 (see), C: ZRRX (realize)] was incorrect, while “J: DA% (see)
was correctly aligned by using the semantic map. Although incorrect results
were obtained both for the semantic map, such as [J:F& (growth), C:/&H¥
(stop)] or [J:XEH (fixed), C:HEF (growth)] and for the baseline such as, [J:BX
£ (growth), C:R¢fX (age)] or [JEH (fixed), C:¥4RK (realize)], the results for

the semantic map were somewhat correct in meaning, whereas those for the
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Table 3

Word alignment results obtained from semantic map

Japanese  1st Chinese candidate 2nd Chinese candidate Correct answer
JAEE: CiEE® CofE
J:hv C:=H C:lm Cilm

J:3 C:1E C:

J:AK CE# C:Feft C{fas
J:R C:=H C:H#i R C:HiR
J:HREFK C:FfR CHEER C:HX
JEH CHE C: R C:=H

J:% C: C, -

J: R C: R R C:HH C: TRk
J:L T C:H1E C:Ary -
J:n 5 C:RILA C:=H -
J.z e C-E C:TRI% -
J:% C:, C, -
J:om0%h C-EH C:, C:EH
JE7 C:A[LA C:HE C:AJLA
Jio Ce. C, Ce

baseline were totally wrong. If we check the second candidates, we find that
the second candidates for “J:F{&” (growth) and “J: b v 7" (top) were “C:¥
B (realize) and “C:H¥f{” (age) which are incorrect, while they were aligned
correctly with the second candidates through the semantic map. We can thus
say that the method using semantic map performed better than the baseline
method.

Figure 6 shows the word-alignment semantic map obtained by principal com-
ponent analysis (PCA). By comparing it with Figure 5, we can see that the
results obtained through PCA would be worse than those obtained through
self-organization. For example, the pair [J : 9 2A%>, C: FHH| could not be
obtained through PCA. “J : p{&” also could not be correctly aligned even if
the second closest candidate was included. In addition, words tend to cluster
together in certain areas and the total disposition of the words is thus im-
balanced, which detracts from the semantic map’s features of visibility and
continuity. We also tried to use hierarchical clustering to align word. The re-
sults obtained were slightly worse than those obtained with the self-organizing
semantic map. For example, [J: 2%, C:F&H] could also not be correctly
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Table 4

Baseline word alignment results

Japanese  1st Chinese candidate 2nd Chinese candidate Correct answer
JREE CiEER C:HEF
J:hw 7 CEER C:FfR C:Hm

J:A% C:HE C:.

JAK (OB fiwy C:Em C{Ras
J: R C:FfR C:R% CHER
J:HREFK C:HfR CREER C:HEFX
JEE C:TRI% C:H#i &K C:=H

J:% C:1E C: -

J: SR C: 1R C:HEER C: %
J:LTC C:HE C:EH -
J:ng C:rILA C:HE -
Jz C:TRR% C:HR -

J:& C:1E C:. -

J: O3 C: R C:HH CHH
Jo 7z C: LA C:HE C:rILA
Jo Ce. C:HE Ce

FER
e m) | B a7
[1%]
bR ) e [
e
b8
. jre 7
i - J m@
EEE
L [

Fig. 6. Semantic map by PCA.
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obtained with clustering. Moreover, because we could not know the semantic
distance between words within a group, we could not as easily obtain second
closest candidates as we could with the semantic map.

Here, note that although we only provided the results for one translation
pair because of limited space, we obtained similar results for the other nine
translation pairs.

4.5  Summary

Section 4 described a method of self-organizing bilingual semantic maps for
word alignment. Its effectiveness was confirmed through a small-scale (ten
translation pairs) experimental comparison with the baseline method where
the alignment of Japanese and Chinese words was determined directly by the
Euclidean distance of vectors representing the words, and by a comparison
with hierarchical clustering and multivariate statistical analysis.

5 Conclusion

This paper proposed a method of self-organizing monolingual semantic maps
for Japanese and Chinese. Computer experimental results proved that these
maps were generally consistent with our intuition. Our comparison demon-
strated that the hierarchical clustering technique is inferior to SOM in terms
of classifying ability. Furthermore, it has been clarified that multivariate sta-
tistical analysis such as principal component analysis and factor analysis gave
worse results and therefore cannot be used to create meaningful maps instead
of SOM, which re-confirmed the necessity of using our method for this task.

The paper also discussed the possibility of an extension to the automatic
construction of bilingual semantic maps of Japanese and Chinese, with the
aim of providing a semantics-based approach to word alignment in the parallel
corpora of these languages. We showed the effectiveness of word alignment
through bilingual semantic maps in small-scale experiments by comparing it
with a baseline method where the alignment of Japanese and Chinese words
was directly determined through the Euclidean distance of vectors representing
the words, and by comparing it with conventional clustering technique and
multivariate statistical analysis.

In our future work, we first plan to develop an automatic method of trans-

forming both Japanese and Chinese words in a given translation pair into rep-
resentations with no distinction between languages after the entire Japanese-
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Chinese parallel corpus is made available. We then plan to conduct large-scale
word-alignment experiments on all translated pairs appearing in the parallel
corpus, to prove the effectiveness of using semantic maps. We finally plan to
develop a practical, high-performance, semantics-based word-alignment sys-
tem by integrating various existing methods into a new version of our system.
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